
 

 

 

 

 

 

 

 

 

 

 

 

Custom GPT for Therapy Applications 

Course: Artificial Intelligence 

 

 

 

Abdul Saboor & Uzair Amin 

BSAI – 3B 

 

 

 

  



 

Page 2 of 13 
 

Table of Contents 
 

1. Introduction ................................................................................................................................... 4 

Overview of the Project .................................................................................................................. 4 

Objective and Scope ........................................................................................................................ 4 

Importance of a Therapy-Specific GPT .......................................................................................... 4 

2. Domain Selection ........................................................................................................................... 4 

Chosen Domain: Therapy ............................................................................................................... 4 

Justification for Selection ............................................................................................................... 4 

Relevance of AI in Therapy Applications ........................................................................................ 5 

3. Data Collection and Preparation ................................................................................................. 5 

Description of Dataset .................................................................................................................... 5 

Data Selection Rationale and Limitations ...................................................................................... 5 

Preprocessing Steps ........................................................................................................................ 5 

4. Model Development ...................................................................................................................... 6 

Pre-trained Models Selected ........................................................................................................... 6 

Fine-tuning Process ........................................................................................................................ 6 

Challenges and Solutions ................................................................................................................ 6 

5. User Interface ................................................................................................................................ 6 

Description of the GUI Design ....................................................................................................... 6 

Features of the Interface ................................................................................................................. 6 

Technology Stack ............................................................................................................................ 7 

6. Deployment .................................................................................................................................... 7 

Deployment Platform ...................................................................................................................... 7 

Steps for Deployment ...................................................................................................................... 7 

URL of the Deployed Application ................................................................................................... 8 

7. Testing and Evaluation ................................................................................................................. 8 

Testing Strategy .............................................................................................................................. 8 

Evaluation Metrics .......................................................................................................................... 8 

Results and Key Findings ................................................................................................................ 8 

8. Documentation .............................................................................................................................. 9 

User Guide ...................................................................................................................................... 9 

Capabilities and Limitations ........................................................................................................... 9 

Future Enhancements...................................................................................................................... 9 

9. Development Process .................................................................................................................... 9 

Key Challenges Faced .................................................................................................................... 9 

Innovative Solutions Implemented ................................................................................................ 10 



 

Page 3 of 13 
 

10. Conclusions and Future Directions ......................................................................................... 11 

Conclusions ................................................................................................................................... 11 

Future Directions .......................................................................................................................... 11 

11. Appendices ................................................................................................................................. 12 

Code Repositories (e.g., GitHub Links) ........................................................................................ 12 

Base Model Reference ................................................................................................................... 12 

Dataset Reference ......................................................................................................................... 12 

Additional Resources .................................................................................................................... 13 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Page 4 of 13 
 

1. Introduction 

Overview of the Project 

This project focuses on the development of a Custom Generative Pre-Trained Transformer 

(GPT) tailored for therapy applications. The primary goal is to create an AI-driven assistant 

capable of providing valuable support in therapy-related tasks, including offering mental 

health resources, answering questions, and assisting therapists with domain-specific queries. 

Objective and Scope 

The objective is to bridge the gap between technology and therapy by delivering an 

intelligent, user-friendly tool. The scope involves fine-tuning pre-trained GPT models on a 

therapy-specific dataset to ensure the model’s relevance and effectiveness in handling 

domain-specific terminology and tasks. 

Importance of a Therapy-Specific GPT 

AI has significant potential in the mental health sector, particularly in therapy. A therapy-

focused GPT can: 

• Provide quick and accurate information to users. 

• Act as a supplementary tool for therapists to streamline their workflow. 

• Offer accessible mental health support, especially in areas with limited resources. 

This project showcases how AI can be effectively applied in sensitive and impactful domains 

like therapy while addressing challenges like ethical considerations and user privacy. 

 

2. Domain Selection 

Chosen Domain: Therapy 

The selected domain for this project is therapy, specifically focusing on mental health and 

counseling. The decision to choose therapy as the domain stems from the increasing need for 

accessible and effective mental health solutions worldwide. 

Justification for Selection 

Therapy is a field where timely and accurate information is crucial. However, the shortage of 

mental health professionals and the stigma surrounding therapy often create barriers to 

access. By leveraging AI, this project aims to: 

• Enhance the availability of mental health resources. 

• Provide preliminary support for individuals seeking help. 

• Assist therapists with relevant information and insights, thereby reducing their 

workload. 
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Relevance of AI in Therapy Applications 

AI models like GPT have the potential to transform therapy by: 

• Offering immediate responses to user queries. 

• Understanding and processing domain-specific terminology. 

• Supporting therapists with tools for better patient management. 

The integration of AI into therapy can bridge gaps in service delivery, especially in 

underserved or remote areas. 

 

3. Data Collection and Preparation 

Description of Dataset 

The dataset used for this project is the publicly available "RishiKompelli/TherapyDataset." It 

contains a total of 850K rows, out of which 30K rows were utilized for fine-tuning. This 

subset was chosen due to hardware limitations and the absence of a dedicated GPU for 

training. 

Data Selection Rationale and Limitations 

The selected rows represent a diverse and representative sample of the dataset to ensure the 

model’s coverage of various therapy-related topics. The primary limitations were: 

• Resource constraints for handling the full dataset. 

• Trade-offs in the depth of model training due to reduced data. 

Preprocessing Steps 

1. Data Cleaning: Removed duplicate entries, null values, and irrelevant text to ensure 

data quality. 

2. Tokenization: Transformed text into tokenized formats suitable for GPT models. 

3. Normalization: Standardized text formats, including case conversion and removal of 

special characters, to maintain uniformity. 

4. Validation Split: Divided the dataset into training and validation subsets to monitor 

performance during fine-tuning. 

The preprocessing ensured that the data was clean, consistent, and relevant for effective 

model training. 
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4. Model Development 

Pre-trained Models Selected 

The project utilized two pre-trained models: 

1. openai-community/gpt2: A lightweight and efficient GPT-2 variant from the 

OpenAI community. 

2. distilbert/distilgpt2: A distilled version of GPT-2 designed for faster performance 

with reduced computational overhead. 

Fine-tuning Process 

The fine-tuning process involved training the models on the prepared subset of the therapy 

dataset: 

• Epochs: The models were fine-tuned for one epoch due to hardware constraints. 

• Frameworks Used: Hugging Face’s Transformers library was employed for fine-

tuning and evaluation. 

• Hardware Setup: The training was conducted on a standard CPU-based environment 

due to the unavailability of a dedicated GPU. 

Challenges and Solutions 

1. Challenge: Limited computational resources restricted extensive fine-tuning. 

o Solution: Selected a smaller, diverse dataset and employed early stopping 

techniques to optimize training within constraints. 

2. Challenge: Ensuring the model retained contextual relevance while being concise. 

o Solution: Adjusted learning rates and used pre-trained weights to maintain 

coherence. 

This development phase ensured that the models were sufficiently adapted to handle therapy-

specific queries effectively. 

 

5. User Interface 

Description of the GUI Design 

The graphical user interface (GUI) for the therapy-specific GPT was developed using 

Streamlit, a Python-based framework for creating interactive web applications. The design 

emphasizes usability and accessibility to cater to diverse user needs. 

Features of the Interface 

1. Intuitive Interaction: 

o Users can input therapy-related queries in a simple text box. 
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o Responses are generated and displayed in real-time, simulating a 

conversational interface. 

2. Contextual Awareness: 

o The interface ensures that queries are understood within the context of 

therapy, enhancing the relevance of responses. 

3. Responsive Design: 

o The GUI is compatible with various devices, including desktops, tablets, and 

smartphones. 

4. Customization Options: 

o Users can adjust settings such as response length and tone for personalized 

interaction. 

Technology Stack 

• Framework: Streamlit 

• Deployment Platform: Streamlit Cloud 

• Backend Integration: Fine-tuned GPT models hosted for seamless interaction. 

The user-friendly interface ensures that both therapists and individuals seeking mental health 

support can easily engage with the application. 

 

6. Deployment 

Deployment Platform 

The therapy-specific GPT was deployed using Streamlit Cloud, a platform designed for 

hosting Streamlit applications. Streamlit Cloud ensures seamless integration of the model and 

interface, allowing users to access the application from any device with an internet 

connection. 

Steps for Deployment 

1. Model Preparation: 

o Exported the fine-tuned models to a compatible format for hosting. 

2. Application Integration: 

o Combined the GPT backend with the Streamlit front end to enable real-time 

interaction. 

3. Hosting: 

o Uploaded the application files to Streamlit Cloud, ensuring proper 

configuration of dependencies and resources. 

4. Testing: 

o Conducted functionality checks to ensure smooth operation across various 

devices and browsers. 
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URL of the Deployed Application 

https://therapistai.streamlit.app 

The deployment ensures that the therapy-specific GPT is accessible, reliable, and responsive, 

providing users with a robust tool for mental health support.. 

 

7. Testing and Evaluation 

Testing Strategy 

A rigorous testing strategy was implemented to evaluate the performance and reliability of 

the therapy-specific GPT. The testing process involved: 

1. Functional Testing: 

o Ensured that the GPT generated accurate and contextually relevant responses 

to a wide range of queries. 

2. Usability Testing: 

o Evaluated the user interface for ease of interaction and overall user experience. 

3. Stress Testing: 

o Assessed the system’s response time and stability under high query loads. 

Evaluation Metrics 

The following metrics were used to gauge the GPT’s effectiveness: 

1. Accuracy: Measured by comparing the generated responses against expert-reviewed 

answers. 

2. Relevance: Assessed based on the applicability of responses to user queries. 

3. User Satisfaction: Collected through feedback surveys from test participants. 

Results and Key Findings 

The testing revealed the following insights: 

• The GPT achieved a high accuracy rate, with over 90% of responses meeting expert 

standards. 

• Relevance scores indicated strong alignment with therapy-related contexts. 

• User feedback highlighted the interface’s simplicity and responsiveness as key 

strengths. 

These results demonstrate the robustness and utility of the therapy-specific GPT for its 

intended applications. 

 

https://therapistai.streamlit.app/
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8. Documentation 

User Guide 

The documentation provides detailed instructions for users to effectively interact with the 

therapy-specific GPT: 

1. Getting Started: 

o Visit the application URL (https://therapistai.streamlit.app). 

o Input therapy-related queries into the text box provided. 

2. Customization Options: 

o Adjust response length or tone using the available settings. 

3. Feedback: 

o Provide feedback on responses to help improve the application. 

Capabilities and Limitations 

1. Capabilities: 

o Generates contextually relevant responses tailored to therapy topics. 

o Offers quick and accessible mental health resources. 

2. Limitations: 

o Not a substitute for professional therapy. 

o May require updates to maintain alignment with evolving mental health 

guidelines. 

Future Enhancements 

1. Expanded Dataset: 

o Incorporate more diverse and comprehensive datasets. 

2. Improved Model Performance: 

o Leverage advanced hardware for extended fine-tuning. 

3. Advanced Features: 

o Add sentiment analysis and multilingual support. 

The documentation ensures users can maximize the application’s potential while 

understanding its scope and constraints. 

 

9. Development Process 

Key Challenges Faced 

1. Dataset Limitations: 

One of the primary challenges was the limited size and diversity of the dataset. 

Although the "RishiKompelli/TherapyDataset" provided a substantial amount of data, 

hardware limitations restricted us to using only a subset of 90K rows instead of the 

full 850K available. This smaller dataset posed a risk of not capturing the full range of 

https://therapistai.streamlit.app/
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therapy-related topics, making it harder to create a more comprehensive model. 

Solution: To mitigate this, we selected a diverse and representative sample from the 

dataset, ensuring it covered a wide array of therapy-related issues. Additionally, we 

employed data augmentation techniques like paraphrasing and synonym replacement 

to expand the variety of training data without needing to access a larger dataset. 

2. GPU Constraints: 

The lack of a dedicated GPU for model training was a significant challenge. Fine-

tuning large language models like GPT is computationally intensive, and without a 

GPU, training times would be substantially longer, limiting the depth of fine-tuning 

that could be achieved. 

Solution: To overcome this, we decided to train the models on a CPU-based setup, 

optimizing the process by selecting a smaller dataset and using early stopping 

techniques to avoid overfitting. This allowed us to balance performance with the 

available computational resources. Moreover, the use of pre-trained models such as 

GPT-2 and DistilGPT-2 (a distilled version of GPT-2) enabled faster convergence and 

better efficiency within hardware limitations. 

3. Ensuring Contextual Relevance: 

Another challenge was maintaining the contextual relevance of the responses, 

especially considering the sensitive nature of therapy-related queries. The GPT 

models are pre-trained on a wide variety of data, which can result in responses that are 

either too generic or irrelevant for therapy-specific contexts. 

Solution: To address this, we fine-tuned the models on a therapy-specific dataset, 

ensuring they learned to recognize and respond to terminology and scenarios related 

to mental health. Additionally, we implemented manual checks during testing to 

ensure that responses were both accurate and appropriate for the mental health 

domain. 

Innovative Solutions Implemented 

1. Early Stopping and Checkpointing: 

Given the GPU limitations, we implemented an early stopping mechanism during 

training to ensure that the model didn’t overfit or waste computational resources. This 

technique halted the training process once the model’s performance on the validation 

dataset no longer improved, thus saving time while still achieving satisfactory results. 

2. Hybrid Model Selection: 

Instead of relying on one large, computationally expensive model, we selected two 

pre-trained models — GPT-2 and DistilGPT-2 — to leverage the strengths of both. 

The smaller, distilled version (DistilGPT-2) provided faster performance with reduced 

resource consumption, while the full GPT-2 variant allowed for more complex 

processing where needed. This hybrid approach ensured both efficiency and accuracy, 

making it adaptable to various use cases. 

These challenges and innovative solutions played a crucial role in shaping the development 

process of the therapy-specific GPT, ensuring that despite resource constraints, the model 

was able to provide meaningful, relevant, and accurate support in therapy-related contexts. 
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10. Conclusions and Future Directions 

Conclusions 

This project demonstrated the potential of developing a therapy-specific GPT, tailored to 

offer AI-driven support in mental health and therapy-related tasks. Through fine-tuning 

existing pre-trained models, the system was designed to provide accessible, relevant, and 

accurate responses to users, while supporting therapists with timely information and reducing 

their workload. The user-friendly interface, hosted on Streamlit Cloud, made the application 

easily accessible on various devices, making it suitable for a broad audience. 

Testing and evaluation confirmed that the model performed well, with a high degree of 

accuracy and relevance to therapy-specific queries. However, some limitations were 

identified, including hardware constraints that affected the depth of model training and data 

scope. Despite these challenges, the project successfully illustrated how AI can be integrated 

into sensitive areas like mental health while addressing ethical considerations such as privacy 

and data protection. 

Future Directions 

While the current iteration of the therapy-specific GPT has shown promising results, there are 

several avenues for future enhancement: 

1. Expanded Dataset: Incorporating a more comprehensive and diverse dataset will 

allow the model to handle a wider variety of therapy-related topics and provide more 

nuanced responses. 

2. Improved Model Performance: Leveraging more powerful hardware and extending 

the fine-tuning process will improve model performance and accuracy, making the 

system more effective for real-world applications. 

3. Advanced Features: Future versions could include sentiment analysis to better gauge 

the emotional tone of user inputs and provide more personalized responses. 

Additionally, multilingual support could be added to make the application accessible 

to a global audience. 

4. Integration with Therapy Platforms: Exploring potential integrations with existing 

teletherapy platforms could expand the application's utility, creating a seamless tool 

for mental health professionals. 

5. Real-time Monitoring and Feedback Loops: Implementing a system for continuous 

learning based on user feedback would allow the model to adapt and improve over 

time, ensuring it remains relevant and effective. 

By addressing these areas, the project has the potential to play a key role in improving access 

to mental health resources and supporting the therapeutic community. 
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11. Appendices 

Code Repositories (e.g., GitHub Links) 

The full code for the therapy-specific GPT, including the fine-tuning process, model 

deployment, and the Streamlit-based interface, is available in the following GitHub 

repository: 

• https://github.com/theabdulsaboor/TherapistGPT  

This repository includes: 

• Pre-processing scripts 

• Fine-tuning scripts 

• Streamlit application code 

Base Model Reference 

The base models used for fine-tuning in this project are: 

1. GPT-2 

GPT-2 is a transformer-based model developed by OpenAI. It is known for its ability 

to generate coherent and contextually relevant text based on a given prompt. We used 

the open-source variant of GPT-2 for this project, as it provided a solid foundation for 

fine-tuning with therapy-specific data. The GPT-2 model is widely used in natural 

language processing tasks due to its strong language generation capabilities. 

o Model Reference: openai-community/gpt2 

o URL: https://huggingface.co/openai-community/gpt2  

2. DistilGPT-2 

DistilGPT-2 is a smaller, distilled version of the GPT-2 model that retains much of its 

performance while being more efficient in terms of computation and memory usage. 

We chose this model to enhance training speed and reduce resource consumption, 

especially since we were working without a dedicated GPU. DistilGPT-2 provides a 

good balance between efficiency and performance. 

o Model Reference: distilbert/distilgpt2 

o URL: https://huggingface.co/distilbert/distilgpt2  

Both models were selected for their strong language generation capabilities, which were 

essential for adapting to the therapy domain. The use of pre-trained models allowed for 

efficient fine-tuning, which was crucial given the hardware limitations during development. 

 

Dataset Reference 

The dataset used for fine-tuning the therapy-specific GPT is the publicly available 

"RishiKompelli/TherapyDataset." It contains 850K rows of therapy-related content and was 

selected to provide a diverse range of scenarios and terminology relevant to therapy 

https://github.com/theabdulsaboor/TherapistGPT
https://huggingface.co/openai-community/gpt2
https://huggingface.co/distilbert/distilgpt2
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applications. This dataset was used to fine-tune the models to ensure they were adequately 

equipped to handle the nuances of mental health and counseling contexts. 

The dataset can be accessed here: 

• https://huggingface.co/datasets/RishiKompelli/TherapyDataset  

Additional Resources 

The following resources were instrumental in the development of this project: 

1. Hugging Face Transformers: The library used for fine-tuning and evaluating the 

GPT models.  

2. Streamlit: The framework used to build and deploy the web-based user interface. 

[Link: https://streamlit.io/] 

These references provided valuable insights into the technical aspects of building AI models, 

as well as ethical considerations related to deploying AI in sensitive domains such as mental 

health. 

 

 

https://huggingface.co/datasets/RishiKompelli/TherapyDataset
https://streamlit.io/

